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Disclaimer

 This presentation may contain product features or functionality that are currently under
development.

 This overview of new technology represents no commitment from VMware to deliver these
features in any generally available product.

 Features are subject to change, and must not be included in contracts, purchase orders, or
sales agreements of any kind.

 Technical feasibility and market demand will affect final delivery.

* Pricing and packaging for any new features/functionality/technology discussed or presented,
have not been determined.

» This information is confidential.

o The information in this presentation is for informational purposes only and may not be incorporated into any contract. There is no
wnwa re ©2022 VMware, Inc. commitment or obligation to deliver any items presented herein.



Broad Interest across every vertical

Segment Use case

Federal Sovereign Cloud. Securely consolidate multiple private clouds across data centers into a single datacenter
Financials High Performance Workloads. Onboard network sensitive bare metal workloads onto VMware stack
Tier 2 CSPs Server Fleet Management. Secure, multi-tenant, composable bare metal cloud with VMware
Healthcare Secure Private Cloud. Run VMware's Private Cloud leveraging all security capabilities w/o CPU overhead
Retail Secure Private Cloud. Running VMware's Private Cloud outside the datacenter at the Retail Edge
Telco Emerging
mwa re® ©2022 VMware, Inc. 3



Macro Trends
... and evolving customer needs

Rise of heterogenous Inconsistent operating models A uniform operating model
infrastructure architectures L that unifies workload management
‘ based on accelerators SOTEES FBillaliss) Slovts across workloads
A ;gﬂﬁzzlsnt?uifﬂ:girvices from Bigger portion_of CPU capacity _ Maximize utilization of compute
higher volume of modern cons_,umed by infrastructure services, resources for workloads without
applications leaving fewer cycles for workloads increasing infrastructure cost
Expansion of the Enterprise " : : : .
perimeter to a distributed scale Traditional (?PU—cen_trlc security model Robus_t seCL_Jrlty model that provides
@ out architecture. across multi- exposes a single point of better isolation between infrastructure
’ failure for workloads and workload

clouds

mwa re® ©2022 VMware, Inc. 4




Network Acceleration and Offload
Offload Overlay and other network services - Free up compute resources
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Overlay Tunneling offload

— VXLAN, Geneve, NVGRE
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NW virtualization . - .
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Advanced Network Services offload

— LB, NAT etc.

L3




Firewall and Advance Security — Airgapped @

Leverage purpose-built hardware for DFW Services - Enforcement at NIC level.

[[[[ v - L2 firewall, L4 firewall, L7 firewall.
om | | bm - Spoofguard, Application layer gateway.
o Iy - > * High Perf, low-latency and low-jitter firewall.
&= @ = * Intrusion detection and prevention.
SmNIC Physical Network SmN'C - URL filtering, custom FQDN.

<
<«

v

Connection
Tracking

Connection - Identify based firewall.
Tracking
- Search and analyze IP traffic for malware detection and

threat mitigation using Regex acceleration.

Regex Accelerator

- Datain Motion Encryption.

m .
mt] [t] [Tt . «  Time based rules.
D )
[ ]
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Observability and Advanced Visibility without penalty

Observability for Troubleshooting and compliance - No need for SPAN or TAP network

Troubleshooting

[L[[] |vm

bm bm * Topology view
.
i O Il - > 1 O Il «  Flow and packet level analysis
= @ o - IPFIX support.
SmartNIC Physical Network SmartNIC « Packet capture, port mirroring (Offload).
(&) (&)

Logging & Compliance

‘ IPFIX/Netflow J * Log analysis - Detailed syslog, Audit log.
Dynamic Flow Mirroring * Event co-relation
\1/IP * Audit and compliance check.

Mt [Tt [Tt Statistics, flows export.

= F=N F=N .
— Operational thresholds

—
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Accelerating Performance with DPU network offload
Redis In-Memory Key-Value Store testing

8 x86 Cores Savings

x86 Hardware Threads Used for Network Traffic Processing
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Number of Redis Instances

Enhanced DP Regular NIC W Enhanced DP with DPU Overlay W Enhanced DP with DPU Overlay 3 O %
Overlay [vSphere + NSX] (Default Mode) [vSphere + NSX] (Full Acceleration Mode) [vSphere + NSX]
LOWER
LATENCY

3 Dell PowerEdge R750s with one Intel® Xeon® Silver 4316 CPU running 40 physical cores (hyperthreading enabled) at 2.30GHz and 256 GB of main
memory and one Nvidia Bluefield-2 DPU 25 GbE
https://resources.nvidia.com/en-us-accelerated-networking-resource-library/ nvidia-vmware-redis

® https://resources.nvidia.com/en-us-accelerated-networking-resource-library/nvidia-vmware-redis
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https://resources.nvidia.com/en-us-accelerated-networking-resource-library/nvidia-vmware-redis

Bandwidth, Transaction rate and latency (Nvidia Bluefield 2 25G)

Redis Bandwidth Millions of Redis Transactions/sec
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m Enhanced DP Regular NIC Overlay [vSphere + NSX] ® Enhanced DP with DPU Overlay (Default Mode) [vSphere + NSX] ® Enhanced DP Regular NIC Overlay [vSphere + NSX] ® Enhanced DP with DPU Overlay (Default Mode) [vSphere + NSX]

® Enhanced DP with DPU Overlay (Full Acceleration Mode) [vSphere + NSX] B Enhanced DP with DPU Overlay (Full Acceleration Mode) [vSphere +NSX]
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Core and Power Savings

x86 CPUs Used For Network Traffic Processing Watts per million transactions/sec
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vSphere on DPUs (Project Monterey)

Securing and accelerating modern and traditional workloads on composable hardware

Project Monterey

Single, secure, operating model across

workload types
APP APP APP APP
Compute . .
Hypervisor OR Isolation of workload domain from the
Bare Metal infrastructure domain
ESXi Windows & Linux OS
Security Isolation
- Offload infrastructure service functions to
= E[I:I Storage services Network services Infrastructure DPUs
— & management
LLLLLI
DPU ESXi
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vSphere 8: Building a Flexible and Open Ecosystem

of DPU Solutions

Deploy on integrated
platforms from leading
server OEMs

mwa re® ©2022 VMware, Inc.
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Leverage the broadest
portfolio of DPU solutions
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Meet the Throughput and Latency Needs of Modern Workloads

Accelerate infrastructure functions with vSphere Distributed Services Engine

Improve Infrastructure New Distributed Switch  Configure settings
Pe rfo rm a n ce N— Specify network offloads compatibility, number of uplink ports, resource

allocation and default port group.

 Accelerate vSphere Distributed Switch, % SR e

compatibility

None
NSX Networking™® & Observability® T i

Pensando

Numbes ot upsnks NVIDIA BlueField
W

* Achieve higher workload consolidation
per host

Network 1/O Control

Default port group

» Get passthrough performance while
preserving VM mobility through DRS and
vMotion

Port group name

+ Scale your security operations® at line
rate without the need for software agents

CANCEL ‘ BACK ' NEXT

®
mwa re ©2022 VMware, Inc. (1) / (2) Requires separate NSX software package — “DPU-based Acceleration for NSX”
(3) Only available as a BETA feature in DPU-based Acceleration for NSX Version 4.0.1.0. Not recommended for production



Reduce Operational Overhead
Manage DPU lifecycle with vSphere distributed services engine

= vSphere Client O,

() Home

Simplify DPU

(]l Hosts and Clusters

Lifecycle Management Ei——

B storage Administration Images Remediation Settings ®

Lifecycle Manager | acrions -
Image Depot Updates Imported 1SOs Baselines Settings

{;-.‘, Networking Patch Downloads

jati ware- i il chang /ar tes their prov ttings.
[ Content Libraries Patch Setup (D) Remediation settings are set to VMware-provided settings. They will change if VMware updates their provided settings

* Reduce operational overhead of & WordosdMonsgement
DPU lifecycle management with e e .
i ntegratEd VS p h e re WO rkfl OWS LT‘ Folicies and Profiles VMs VM migration Do not migrate powered off and suspended VMs to other hosts in the cluster

A Auto Deploy

Host Remediation VM power state Do not change power state

» Retry entering maintenance mode in case of failure 3 attempts every 5 minutes

~ . Quick Boot Quick Boot is disabled
Hybrid Cloud Services &

O Use proven Vce nter inte rfa Ces to get <> Developer Center HA admission control Do not disable HA admission control during remediation
D P U a | e rts a n d pe r‘fo rm a n Ce m et ri CS r&} P Distributed Power Management Disable DPM on the cluster during remediation

[E] Tasks Hardware compatibility check Do not prevent remediation if hardware compatibility issues found

* Proactively monitor, identify and (3 vents

© Tags & Custom Attributes

mitigate infrastructure bottlenecks <> Liecyce Manager

(R vRealize Operations

DRaaS

Recent Tasks Alarms

. -
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Discussion Topic

What can we do to accelerate adoption?

What holds us back?
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Thank You
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